Ethical Issues Concerning Brain-Reading A.I. in Criminal Justice and Forensic Psychiatry
Leda Tortora (“Sapienza” University of Rome), Stefano Ferracuti (“Sapienza” University of Rome), Enrico Tronci (“Sapienza” University of Rome), Gerben Meynen (Utrecht University)

Brain-reading technologies in which neuroimaging and A.I. are combined may have many applications, such as lie detection, neuromarketing, brain-computer interfaces, etc. Here, we are focusing on its use for crime prevention and, more specifically, risk assessment in forensic psychiatry. We will provide some examples of current possibilities and significant technical limitations of these techniques. Next, we will consider two important ethical issues regarding the use of neuroimaging combined with AI in criminal justice, and particularly in forensic psychiatry:

1. Neurodeterminism: modern neuroscientific techniques might increase the ability to make accurate predictions about various forms of future behaviour, and therefore they may challenge the notion of “free will” in our criminal justice system and the concept of responsibility.

2. A.I. Algorithms may entail ethnic and gender biases. We address the possibility that a hypothetical data-driven A.I. system used to help judges to determine the probability of recidivism of a convicted criminal may be biased, e.g., against gender and minorities.

Use of software-based control systems in safety-critical applications (e.g., as automotive, aerospace, biomedical devices) is highly regulated since software errors may damage (physically) humans. Along the same line, besides the alluring potential of these technologies, we argue that the use of A.I.-based systems in criminal justice and forensic psychiatry should be subjected to substantial regulation to protect citizens from system errors or misuse. For example, there are situations where changing just one single pixel may lead deep neural networks to misclassify images. Recently, Amazon facial “Rekognition” software mistook congressman for criminals. On such basis, we highlight the importance of accurate harms/benefits analyses not only when these technologies will be fully available, but also while they are being researched and developed.
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