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The rapid development of generative AI and the numerous news reports of suicides and attempted 

murders resulting from long conversations with chatbots with increasingly human-like characteristics 

have led various stakeholders – academics, lawyers, ethicists and civil society – to highlight the risks 

of anthropomorphising AI. Some go so far as to speak of LaMDA as a sentient AI, and others, in 

niche online communities, recommend using VOID chat to create emotionally characterisable AI 

agents with whom one can converse without ethical or legal constraints. There is also the phenomenon 

of virtual influencers and AI girlfriends/boyfriends with characteristics almost indistinguishable from 

human ones, elaborate personalities and the ability to communicate empathically. This scenario is 

fuelling the debate about the ELIZA effect and the need for stricter regulation of these technologies, 

which can potentially manipulate the most vulnerable. This paper aims to address the ethical concerns 

related to the use of generative AI systems and the interaction with chatbots capable of influencing 

people in different directions, focusing on three sets of questions: a) Are the mere transparency 

requirements that are usually demanded of generative AI sufficient, or should more restrictions be 

considered that do not hinder innovation? b) How can the risk inherent in generative AI systems to 

manipulate human behaviour be reduced without limiting the development of these systems? c) And 

to what extent is the AI developer responsible in the event of adverse consequences for the user? 
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