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The paper challenges the widely popularized idea that it is imperative to imbue artificial devices in 

healthcare with empathy. One of the most frequently discussed ethical risks related to clinical AI 

involves the possibility of dehumanizing the doctor-patient relationship by eradicating a unique 

human trait such as moral empathy. This is said to negatively affect the fiduciary relationship between 

clinicians and patients and, consequentially, therapeutic benefit and clinical improvement. 

Conversely, it will be argued that natural empathy has negative aspects, including partiality, 

favoritism, and paternalism, which can harm patients’ autonomy and equality, thus limiting their 

opportunity to receive proper treatment and efficient, high-quality care. These drawbacks, evidenced 

in humans in the neuro and psychological processing of empathy, are likely to transfer to AI devices 

and prompt a reconsideration of whether fostering genuinely empathic relationships in AI systems 

with patients is ideal. As we know from AI research, biases can covertly emerge at any stage of AI 

information processing, and thus they may presumably emerge in the artificial realization of empathy. 

Due to the epistemic opacity of AI systems, detecting the origin of such biases can be notably 

challenging. Moreover, research shows that human-machine interaction tends to reinforce the circle 

of biases, instead of reducing it. 

The aim of the paper is not, however, to completely reject affective AI programs in healthcare. While 

critiquing empathy's reliability as a moral driver, the implementation of alternative moral emotions 

like sympathy will be favored. This recently revalued emotion, which comprehends a detached 

commitment to the welfare of others, may better prevent paternalistic attitudes, possibly also when 

AIs are employed. The paper states also the importance of some form of direct normativity for clinical 

AI systems. This work is theoretical, and intertwines different areas of research such as neuroethics, 

medical ethics and the ethics of technology. 
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